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ABSTRACT

Since the groundbreaking paper by Sondhi and Morgan in
1991, stereophonic (as well as multichannel) acoustic echo
cancellation has been a �eld for active research. What prob-
lems have been studied and solved so far? What are the fu-
ture directions? This paper presents some history of stereo-
phonic echo cancellation research, newly developed theory
for improved description of the misalignment problem, and
views on interesting problems that could be pursued in the
future.

1. INTRODUCTION

The speci�c problems of stereophonic acoustic echo can-
cellation have intrigued researchers over the past decade.
The reason for this interest has mainly been the so-called
\nonuniqueness problem" which exists in two or multichan-
nel echo cancellation, but not in the single-channel case.
The nonuniqueness problem arises if the (multiple) trans-
mission audio streams originate from the same source. This
means that the normal equation to be solved by the adap-
tive �lter is singular. In this situation, the echo canceler
cannot provide a unique echo path solution, and it can be
shown that all solutions found by the echo canceler de-
pend on the reverberation paths of the transmission room
(Fig. 1). This was �rst presented in [26] and later thor-
oughly described in [27]. While the fact of nonuniqueness
can be discouraging to many people, it has posed a great
challenge to researchers in the �eld of adaptive �ltering,
and has inspired many to search for e�ective solutions to
the problem.

Early discoveries showed that the normal equations to
be solved are in fact not singular in practice because of un-
modeled tails of the transmission room echo paths, but still
are severely ill-conditioned [3], [2]. The non-stationarity of
the reverberation paths in the transmission room also im-
proves the condition number of the normal equations [25],
[22]. The most extensive results regarding the nonunique-
ness problem, the problem of solving the ill-conditioned
normal equations, and an appropriate solution to these
problems were given in [9], [10]. Another important re-
sult reported in these papers is the fact that the only so-
lution to the nonuniqueness and misalignment problems is
to reduce the correlation between the transmitted signals.
An e�ective means of decorrelation by nonlinear processing
was also proposed. However, what was really interesting
to the research community was that there are many ways
to reduce the channel correlation. This inspired many re-
searchers to look for other preprocessing methods e.g. time-
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Figure 1: Block diagram of a generic two-channel acoustic
echo canceler. For simplicity, only one return channel is
shown.

varying �lters [20], [1], noise shaping [18], [15], complemen-
tary comb �ltering [8], and a variant of nonlinear processing
[24]. Some reports of decorrelating �lters can also be found
in [27] among others. However, this approach has been less
successful since the main issue of preprocessing is how to
achieve signi�cant decorrelation without adversely a�ecting
stereo perception.

Another issue that remains after dealing with the
nonuniqueness problem is slow convergence of the adaptive
�lter since the signals are still highly correlated. This is also
a point where multichannel echo cancellation di�ers from
the single-channel case. For the single-channel case, the
common normalized least mean square algorithm (NLMS)
is suÆcient from a tracking and convergence point of view
[19]. For the multichannel case however, we are in general
forced to use more sophisticated algorithms than NLMS.
Most common algorithm choices are two-channel subband
versions of the fast aÆne projection (FAP) algorithm [16],
[22], fast recursive least-squares (FRLS) [12], and lately
two-channel frequency-domain adaptive algorithms [6], [13].
The frequency-domain approach has also been found very
interesting from a performance and convergence point of
view for systems with more than two channels [11].

Overviews of the preprocessing approaches and choices
of adaptive algorithms can be found be found in [17], [21].
Following a summary of the essential knowledge about the
stereo echo cancellation problem, we will present some new
theoretical results explaining the e�ects of nonlinear pro-
cessing and its inuence on misalignment. Then we will
conclude by discussing some relevant challenges that might
be interesting to study.



2. BACKGROUND { WHAT WE KNOW

In this section, we will present what is known about stereo-
phonic echo cancellation with respect to nonuniqueness,
misalignment problems, and methods for solving these. In
this discussion, we distinguish between the length (M) of
the impulse responses (reverberation) in the transmission
room, the length (L) of the modeling �lters, and the length
(N) of the impulse responses in the receiving room.

If we assume that the transmission room is linear and
time invariant, we have the following important relation [3]:

xT1;M (n)g
2;M = xT2;M (n)g

1;M (1)

where we de�ne the signal vectors of arbitrary length P as

xi;P (n) =
�
xi(n) xi(n� 1) � � � xi(n� P + 1)

�T
;

i = 1; 2:

The length of these vectors can be either P = M; L, or
N depending on the situation we analyze. The superscript
T denotes the transpose of a vector or a matrix, and the
impulse response vectors are de�ned as

gi;M =
�
gi;0 gi;1 � � � gi;M�1

�T
; i = 1; 2:

Let the receiving room response vectors of length N be
denoted by hi;N ; i = 1; 2; and the estimated responses by

ĥi;P (n) =
�
ĥi;0(n) ĥi;1(n) � � � ĥi;P�1(n)

�T
where also here P = M; L, or N depending again on the
situation we analyze. For simplicity of notation, de�ne the

concatenated vectors as h2N =
�
hT1;N hT2;N

�T
and ĥ2P =h

ĥ
T

1;P ĥ
T

2;P

iT
(analogously for the regressor vector x2P =�

xT1;P xT2;P
�T
).

The objective of the echo canceler is to estimate the
receiving room echo paths by minimizing a criterion based
on the error signal e(n). Thus, let us de�ne the recursive
least-squares error criterion with respect to the modeling
�lters:

J(n) =

nX
p=1

�n�pe2(p) (2)

where � (0 < � � 1) is an exponential forgetting factor,

e(n) = y(n)� ĥ
T

2L(n)x2L(n) (3)

is the error signal at time n between the microphone1 out-
put

y(n) = hT2Nx2N (n) (4)

and its estimate. The minimization of (2) leads to the
normal equation:

R(n)

�
ĥ1;L(n)

ĥ2;L(n)

�
= r(n) (5)

where

R(n) =
nX

p=1

�n�p
�
x1;L(p)
x2;L(p)

� �
xT1;L(p) xT2;L(p)

�
(6)

1In reality, y(n) may contain ambient noise, w(n), and a near-
end talker v(n).

is an estimate of the input signal covariance matrix and

r(n) =
nX

p=1

�n�py(p)

�
x1;L(p)
x2;L(p)

�
(7)

is an estimate of the cross-correlation vector between the
input and output signals.

With all of these formal de�nitions, we can now sum-
marize the following about the solution of the normal equa-
tion (5).

2.1. Nonuniqueness of the solution for L �M

For L � M case, any algorithm �nds the (non-unique) so-
lution:

ĥ2L(n) = h2N (n) + �u (8)

where � is an arbitrary constant and

u =
�
gT
2;M 0 � � � 0 �gT

1;M 0 � � � 0
�T

(9)

is a vector in the nullspace of the obviously singular matrix
R(n) since xT2L(n)u = 0 in (1). In the realistic case L < M
we �nd that the normal equations theoretically provide a
unique solution but are severely ill-conditioned.

2.2. Misalignment of the solution for L < N

Assume the signal covariance matrix is nonsingular. The
misalignment (k"""k) is a proper way to measure how close
to the true solution our estimate is. It is de�ned as

k"""k = kh2L � ĥ2L(n)k: (10)

In the case where L < N , it is can be shown [10] that

ĥ2L(n) = h2L +Q
1=2
t
h2t(n) (11)

where h2t(n) =
�
hT1;t h

T
2;t

�T
and hi;t; i = 1; 2, each of

length N�L, are the truncated (unmodeled) tails of the re-

ceiving room impulse responses. The matrix Q
1=2
t

is of full
rank. Hence, we see from (10) and (11) that the misalign-
ment is always nonzero if the truncated tails are nonzero.

2.3. Link between coherence and nonunique/
ill-conditioned solution

The coherence between two random signals x1 and x2 is
de�ned in the frequency domain as

(f) =
Sx1x2 (f)p

Sx1x1 (f)Sx2x2(f)
(12)

where Sxpxq (f); p; q = 1; 2 are the cross- and auto-spectra
(of the corresponding signals). The signi�cance of the co-
herence function is that it can be shown to relate to the
conditioning of the covariance matrix (6), and therefore de-
termines the sensitivity of the normal equation solution to
noise. It has been shown that the eigenvalues of the co-
variance matrix are lower bounded by a factor [1� j(f)j2]
[10]. Therefore, a magnitude-squared coherence of 0.999 at
some frequency f would mean that the solution would be
sensitive to noise at the {30 dB level. In the case where
j(f)j = 1, there is of course no unique solution because
the normal equation is singular.



2.4. Nonlinear processing

An e�ective method for decreasing the correlation between
the signals is to pass one channel through a positive half-
wave recti�er and the other channel through a negative half-
wave recti�er [7] i.e.,

x01(n) = x1(n) +
�

2
[x1(n) + jx1(n)j] ; (13a)

x02(n) = x2(n) +
�

2
[x2(n)� jx2(n)j] ; (13b)

where � � 0 is the \level of nonlinearity." Experiments
have shown that, for speech, this function does not a�ect
the stereo perception and as long as � � 0:5, the introduced
distortion is hardly audible. Another study has also shown
that for audio, the distortion introduced by � = 0:3 is com-
parable to the distortion experienced after MPEG level III
compression [28].

As mentioned in the introduction, there are other ways
of reducing the correlation between the signals than non-
linear processing. However, not only does the half-wave
recti�er approach work well in practice, but as we will see
in Sect. 3, it is actually possible to theoretically analyze its
impact on the performance of the echo canceler.

Before proceeding, we would like to clarify an erroneous
assumption of how nonlinear processing can be applied in a
multichannel system to \solve" the nonuniqueness problem.

2.5. A common misconception

A common misunderstanding is that it is enough to pro-
cess the input to the adaptive �lter only in order to solve
the nonuniqueness problem. That is, let the (linear or non-
linear) preprocessing (here denoted by the general function
� [�]) of the signals only a�ect the regressor to the adap-
tive �lter while unprocessed signals are transmitted to the
receiving room. This would of course solve the problems
of audible distortion, but does it solve the nonuniqueness
problem? The answer is no and it can be shown by rewrit-
ing the normal equation (5), which can be expressed as the
recursive average of the regressor x2L(n) and residual error
e(n) as

nX
p=1

�n�p� [x2L(n)]x
T
2L(n)h2L =

nX
p=1

�n�p� [x2m(n)] y(n): (14)

Unfortunately, by using (1) and (9), we �nd that (L �M)"
nX

p=1

�n�p� [x2L(n)]x
T
2L(n)

#
u = 0: (15)

Hence, the normal equation is still singular and there are
still nonunique solutions.

3. NEW THEORY FOR THE MISALIGNMENT
PROBLEM

Since the fundamental issues of stereo as well as multichan-
nel echo cancellation have been summarized, we will now
move on to present new theory that gives more detailed in-
sight into the misalignment caused by residual correlation
between the channels after nonlinear preprocessing. This

is achieved by extending the existing link between the co-
herence function and the condition of the covariance ma-
trix (6). Moreover, we will present an implicit relation be-
tween the coherence value after nonlinear processing (13)
(�) and the level of nonlinearity and the actual coherence
value before processing (). In other words, we would like
to �nd answers to the questions:

(i) How does the level of nonlinearity (�) inuence the
level of coherence (�) after processing?

(ii) How does the level of coherence inuence the mis-
alignment k"""k (10)?

Since the derivations of the desired relations are somewhat
lengthy, we refer to [14] for details.

To get manageable relations, we choose to model the
transmission signals x1 and x2 as constant spectrum (white)
Gaussian signals. The coherence between the signals is also
constant (f) =  � 0, and the signals are band-limited in
frequency between �fs=2 with variance �2x. (The sampling
frequency is denoted by fs.) We refer to this model as the
anechoic model. This may not look like the best model
for a real-life situation. However, for speech in an oÆce
environment, it works fairly well as is shown in [14].

3.1. Link between nonlinearity and coherence

Question (i) can be answered by looking at a theoretical
model (in the same fashion that was done in [23]) for the
coherence between the two signals that have passed through
a nonlinearity. However, a modi�cation of the ideas in [23]
is necessary for the positive and negative half-wave recti�er.
The resulting magnitude coherence between the signals af-
ter nonlinear processing (x01 and x

0

2), denoted by �, is given
by

� = j�(f)j =
jSx0

1
x0

2
(f)jq

Sx0

1
x0

1
(f)Sx0

2
x0

2
(f)

;

and it is shown in [14] that this magnitude coherence can
be explicitly expressed for f 6= 0 as

� =

 +
�

2

�
 �

1

�

h
 cos�1 (�) +

p
1� 2 � 1

i�

1 +
�

2

�
1�

1

�

� ;

(16)

where � = �2=(1 + �).
In Fig. 2 we compare (16), i.e., �, with estimates of

the coherence function of the signals generated according
to the anechoic model after they have passed through the
nonlinear function given in (13). The theory and simulation
completely agree over our choice of range of the parameters:
0 � � � 2 and  = 1; 0:9; 0:8.

3.2. Link between coherence and misalignment

Question (ii) is given by the misalignment formula for
the two-channel recursive least-squares (RLS) or frequency-
domain algorithms. For these algorithms, it can be shown
that the expected normalized (by kh2Lk

2) misalignment en-
ergy is given by [5, Chap. 8],

Efk"""(n)k2g

kh2Lk2
=

(1� �)

2

�2b
kh2Lk2

tr
�
R�1

	
; (17)
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Figure 2: Comparison of theoretical (solid) and estimated
(�) magnitude coherence after nonlinearly processing the
transmission signals with a positive and a negative half-
wave recti�er (13). The magnitude coherence of the unpro-
cessed signals (before the recti�ers) corresponds to � = 0.

where �2b = �2v + �2w (variance of ambient noise and near-
end talker) is the background noise power, and R is de�ned
as

R = (1� �)E [R(n)] : (18)

E [�] denotes expectation and R(n) is given in (6).
By Fourier transforming to diagonalize R, we can ex-

plicitly compute the trace in (17). Furthermore, to be
somewhat more general than the anechoic model, assume
a model where (l); l = 0 : : : L � 1, is not constant with
frequency (f = l=L), but the signal autospectra Sxpxp =

�2x; p = 1; 2 are still constant with frequency. We then �nd

Efk"""(m)k2g

kh2Lk2
=

1� �

EBR

"
1

L

L�1X
l=0

1

1� j(l)j2

#
; (19)

where EBR is the echo-to-background ratio

EBR =
jjh2Ljj

2�2x
�2b

: (20)

For expression (19), we have also assumed that L � N ,
kh1;Nk = kh2;Nk, and �2x1 = �2x2 .

Figure 3 shows the theoretical misalignment, given by
expression (19), and the estimated misalignment that re-
sults from using the frequency-domain adaptive algorithm
in [5, Chapt. 8]. Here, the magnitude coherence (jj) is
varied between 0 and 1. The estimated misalignment is
found by averaging instantaneous normalized misalignment
estimates (kh � ĥ(n)k2=khk2) over 32000 samples after
the echo canceler has converged. The ambient noise level,
EBR = �2ye=�

2

b � 1000 (30 dB). For the adaptive �lter, we

have chosen L = N = 1024, and � = [1� 1=(3 � 2L)]L.
The factor within brackets of (19) quanti�es: (1) the

increase in misalignment due to coherence, e.g. if  = 0:95
the misalignment will be increased by 10 dB; and (2) the
mean square error echo perturbation that occurs after a
transmission room echo path change, i.e. a 10 dB louder
echo will be returned before the echo canceler reconverges
if  = 0:95. Furthermore, the two expressions (16) and (19)
can also be used for adjusting the level of nonlinearity such
that the misalignment is kept at a desired level [14].

4. CHALLENGES { WHAT WE WOULD LIKE
TO KNOW

In this paper, the theory for multichannel echo cancellation
problems has been presented. What are the next crucial
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Figure 3: Comparison of theoretical (solid) and estimated
misalignment (�) as a function of magnitude-squared coher-
ence.

steps in this �eld of research? The authors are of the opin-
ion that the best way to proceed is to acquire experience
with real-time systems like the ones presented in [12], [13].
Problems that arise from implementations like these inspire
and fuel the much needed research in order to make mul-
tichannel acoustic echo cancellation a successful product in
the telecommunication industry. The following list of prob-
lems could be considered as \hot topics" for the research
community in the near future:

1. Echo path imbalance problems. If directional micro-
phones are used in the receiving room, the two echo
paths will be very di�erent in magnitude (kh1;Lk 6=
kh2;Lk). This leads to high sensitivity of the esti-
mate of the path with low magnitude. How should
the adaptive algorithm handle this situation?

2. The echo path imbalance becomes especially prob-
lematic during double-talk. Will independent path
control of the adaptive algorithm help?

3. Optimize the general double-talk detection structure
presented in [4] for the echo path imbalance problem.

4. Improved preprocessing techniques is required for au-
dio, not only speech, especially for a multichannel
(e.g. 5.1 channels surround sound) system.

5. Analysis of other preprocessing methods like that pre-
sented in Sect. 3 are required for optimization.

6. Fair comparisons of preprocessing methods that take
into account perceived distortion (noise and audio im-
age).

7. Higher convergence rate of the adaptive algorithm is
desirable. There is a noticeable penalty in conver-
gence rate in two-channel systems compared to the
single-channel case.

8. Complexity reduction is of major interest for the mul-
tichannel algorithms.
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